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ABSTRACT

Climate variability in the Southern Hemisphere (SH) extratropical regions is dominated by the SH annular
mode (SAM). Future changes in the SAM could have a large influence on the climate over broad regions. In this
paper, the authors utilized model simulations from phase 5 of the Coupled Model Intercomparison Project
(CMIP5) to examine projected future changes in the SAM during the austral summer [December—February
(DJF)]. To start off, first, the ability of the models in reproducing the recently observed spatial and temporal
variability was assessed. The 12 CMIP5 models examined were found to reproduce the SAM’s spatial pattern
reasonably well in terms of both the symmetrical and the asymmetric component. The CMIP5 models show an
improvement over phase 3 of CMIP (CMIP3) in simulating the seesaw structure of the SAM and also give
improvements in the recently observed positive SAM trend. However, only half the models appeared to be able
to capture two major recent decadal SAM phases. Then, the future SAM trends and its sensitivity to greenhouse
gas (GHG) concentrations using simulations based on the representative concentration pathways 4.5 (RCP4.5)
and 8.5 (RCP8.5) were explored. With RCP4.5, a very weak negative trend for this century is found. Conversely,
with RCP8.5, a significant positive trend was projected, with a magnitude similar to the recently observed trend.
Finally, model uncertainty in the future SAM projections was quantified by comparing projections from the
individual CMIP5 models. The results imply the response of SH polar region stratospheric temperature to
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GHGs could be a significant controlling factor on the future evolution of the SAM.

1. Introduction

The Southern Hemisphere (SH) annular mode (SAM),
also known as the Antarctic Oscillation (AAO), domi-
nates climate variability in extratropical regions over the
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Southern Hemisphere (Gong and Wang 1998, 1999;
Thompson and Wallace 2000; Thompson et al. 2000). The
SAM is characterized by a shift of the jet position be-
tween mid- and high latitudes. During positive phases,
the belt of westerly winds shifts toward Antarctica. When
negative, displacement is equatorward. The SAM owes
its existence mainly to internal atmospheric dynamics
related to wave—current interactions (Limpasuvan and
Hartmann 1999; Lorenz and Hartmann 2001). Li and Wang
(2003) proposed the concept of the atmospheric annular
belts of actions (ABAs), which are hemispheric-wide
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FIG. 1. Temporal evolution of radiative forcing (W m~?) caused by (a),(b) stratospheric ozone (STRATOZ) and (c),(d) CO,, GHGs,
anthropogenic factors (Anth) and natural and anthropogenic factors as a whole (Nat + Anth) under (left) RCP4.5 and (right) RCP8.5.
GHGs represent total GHGs forcing, including CO,, CHy, N,O, HFCs, PFCs, SFg, and other Montreal Protocol gases. Note that

STRATOZ is the same under RCP4.5 and RCPS.5.

fluctuations in air mass between mid- and high lati-
tudes associated with the Ferrel cell, extending the
understanding of the physical mechanism of the an-
nular mode.

The SAM has a significant influence on the climate of
Antarctica (Schneider et al. 2004; Marshall et al. 2006;
Ciasto and Thompson 2008; Simpkins et al. 2012) and also
more generally over a large part of the SH (Thompson
et al. 2011). For instance, both observation and model
representation illustrated the SH ocean temperature,
in particular, and coupled ocean—atmosphere—ice system,
in general, responses to the SAM variations (Kwok and
Comiso 2002; Lefebvre et al. 2004; Renwick and
Thompson 2006; Sen Gupta and England 2006; Hendon
et al. 2007; Screen et al. 2010; Ciasto et al. 2011). Recent
research found that Hadley cell expansion and sub-
tropical precipitation are also sensitive to SAM changes
related to ozone depletion (Previdi and Liepert 2007
Kang et al. 2011). Evidence even suggests an influence of
the SAM on climate as far away as the Northern Hemi-
sphere (NH; Nan and Li 2003, 2005a,b; Wu et al. 2006a,b;
Gong et al. 2009; Nan et al. 2009; Song et al. 2009; Wu
et al. 2009; Li et al. 2011a,b; Zheng and Li 2012; Li et al.
2013). For example, the boreal spring and winter SAM
can influence the following season’s precipitation over
the middle to lower reaches of the Yangtze River and

south China through an ‘“‘atmospheric—oceanic coupled
bridge” (Nan and Li 2003; Zheng and Li 2012; Li et al.
2013). Wu et al. (2009) revealed that the anomalous
positive autumn SAM is associated with a weak winter
monsoon in East Asia during the northern winter.

Over recent decades, a positive trend in the SAM has
been observed, largely attributed to ozone depletion in
the stratosphere above Antarctica (Thompson and Solomon
2002; Gillett and Thompson 2003; Arblaster and Meehl
2006; Polvani et al. 2011a; Thompson et al. 2011). A
smaller influence has also been identified related to in-
creasing greenhouse gases (GHGs; Marshall et al. 2004;
Shindell and Schmidt 2004; Arblaster and Meehl 2006)
and variability in tropical sea surface temperature (SST;
Grassi et al. 2005).

Through the twenty-first century, however, strato-
spheric ozone is expected to recover, raising an in-
teresting question regarding the future development of
the SAM. While ozone recovery is likely to give a neg-
ative SAM influence (Polvani et al. 2011b), GHGs
concentrations are likely to give a positive influence,
which could counteract the effect of ozone recovery
(McLandress et al. 2011). Accurately handling the two
opposing influences from ozone and GHGs will there-
fore be crucial not only to the projection of future SAM
trends but also to statistically downscaling climate
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FIG. 2. (a),(b) Spatial pattern of the SAM as the leading EOF mode at 700-hPa geopotential height south of 20°S, (c),(d) cross-
correlation coefficients between zonal-averaged SLP anomalies in the SH, and (e),(f) time series of the SAMI determined from (left)
NCEP-NCAR reanalysis and (right) 20CR. The station-based SAMI reconstructed by Marshall (2003) is also shown in (e) and (f). The red
numbers in (a) and (b) indicate explained variance. In (c) and (d), the contour and shading intervals are 0.3 and 0.05, respectively. The
solid (dotted) contours represent positive (negative) values. Note that (c) and (d) are symmetric about the diagonal.

projections in regions where the climate is closely as- We investigate the performance of these state-of-the-art
sociated with the SAM (i.e., the Antarctic, SH extra- models in reproducing the present-day SAM and, using
tropical regions, and even in the NH). these results as a baseline, generate projections of the

Phase 5 of the Coupled Model Intercomparison Pro- SAM for future scenarios. In fact, simulations and pro-
ject (CMIP5) provides an opportunity to evaluate the jections of the SAM have been investigated in several
opposing ozone and GHGs effects on the future SAM. studies using phase 3 of CMIP (CMIP3); for example,
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FIG. 3. As in Fig. 2a, but for CMIP5 models.

Cai and Cowan (2007) and Fogt et al. (2009a) found that
most CMIP3 models captured the recent positive SAM
trends in the austral summer, but models containing
time-variable ozone produced larger significant trends.
Simpkins and Karpechko (2012) estimated future SAM
trends under different Intergovernmental Panel on Cli-
mate Change (IPCC) Fourth Assessment Report (AR4)
scenarios [Special Report on Emission Scenarios (SRES)
B1, A1B, and A2] and explored the sensitivity of the
SAM on these GHGs scenarios.

However, most studies evaluating model performance
in describing the present-day SAM have focused mainly
on the linear trend component. Little research has been
devoted to investigating the spatial pattern of the SAM
and the reliability of decadal, or even interannual, var-
iability of the modeled SAM. Consequently, we intend
to address three main issues in this study. First, we
consider how well the CMIP5 models reproduce the

SAM pattern and whether the models describe decadal
and interannual variability of the SAM as well as the
linear trend. In addition, we investigate the likely evo-
lution of the SAM under different scenarios using the
multimodel ensemble (MME) in CMIPS, which, in
general, contains higher-resolution models than CMIP3.
Finally, we consider how models respond differently to
similar external forcing and the possible causes of model
uncertainty in the SAM projections.

The remainder of this manuscript is organized as fol-
lows. In section 2, we briefly introduce the CMIPS5
models, reanalysis data, and methods employed in this
work, while in section 3 we assess the ability of these
models in reproducing the observed spatial patterns and
temporal evolution of the SAM. In section 4, we de-
scribe changes in the SAM projected over the next 100
years using two GHGs pathways. Analysis of model
uncertainty between the SAM projections is discussed in



15 DECEMBER 2013

ZHENG ET AL.

< - o~
(=) Y
S @ (a)
< S
~
2.0 |—1-CanESM2 N
= 2-CCSM4  ~~_
° >~
@ 3 - CNRM-CM5
= 4 - FGOALS-g2
E 1.6 - 5-GISS-E2H
2 - ~6-HadCM3
7 7 - MIROC-ESM:CHEM
_5 8-MIROG-ESM >
S 1.2 | 9-MPLESM-LR
2 10 - MRI-CGCM3
a - —H <FGOALS-s2
2 12-Bcb>esr\4m/
N B
5 0.8 - > c
I AN 09
° \
S \
i
%) T~
04 — \\ . 9
AN
PPN P 19 0.9
S 8.Ngs
\\f SRS
0.0 L1 ! ' 1.0

9865

0.25 0.50 0.75 REF 125 150 1.76 2.00 2.25

< - o
(=) ¥
(w)
. (b)
A
2.0 -~ CanESM2 N
= 2-CCSM4 "=
el ~
@ 3- CNRM-CM5
5 4-FGOALS-g2
€ 1.6 - 5-GISs-E2H
S - —6--HadCM3
P 7 - MIROG-ESM:CHEM
_5 8-MIROC-ESM >
S 1.2  9-MPLESM-LR
2 10 - MRI-CGCM3
a - —#+ < FGOALS-s2
B 12-Bcb>ssh41.1/
N ;
i) 0.8 — >N ¢
g R 0°
o \
S N
& T~
04 - i
N 0.99
N
R
0.0 L1 ! ' 1.0

0.25 0.50 0.75 REF 125 150 1.75 2.00 2.25

FI1G. 4. Taylor diagram of the SAM pattern. (a) Multisimulation ensemble and (b) first simulation member. The solid circles (numbered)
refer to the 12 models. The correlation coefficients and the ratio of the standard deviation between modeled and observed (20CR) SAM
patterns are shown by the cosine of the azimuth angle and the radial distance, respectively. The term “REF” on the horizontal axis
indicates the reference point. All model results have been interpolated to the same horizontal resolution as the observations.

section 5. Finally, discussion and conclusions are pre-
sented in section 6.

2. Models, data, and methodology
a. Models

To inform the IPCC’s Fifth Assessment Report (ARS)
on climate change, the World Climate Research Pro-
gramme (WCRP) coordinated the CMIP5 project, col-
lating a large set of climate model simulations. The
project follows on from the previous CMIP3. However,
whereas in CMIP3 ozone concentrations were usually
fixed, in the CMIPS models ozone is time dependent, an
essential factor in accurately handling the temporal evo-
lution of ozone destruction and recovery according to
findings by Cai and Cowan (2007) and Fogt et al. (2009a).

From the archive, we used data from 12 coupled
models developed at 10 modeling centers (see Table 1
for complete list of models with full expansions). Models
were selected primarily on the basis of data availability
and model diversity. For example, output data from
CCSM4, CNRM-CMS5, MRI-CGCM3, and FGOALS-s2
have a higher horizontal resolution and MIROC-ESM-
CHEM, MIROC-ESM, MPI-ESM-LR, MRI-CGCM3,
and CanESM2 have a higher vertical resolution. There
are Earth system models, such as CanESM2 and MPI-
ESM-LR, which include biological processes governing
the variation of the corresponding elements in the Earth
system, and atmospheric chemistry coupled models,
such as MIROC-ESM-CHEM.

For assessing the ability of the 12 models in simulating
the recently observed SAM, we used historical simula-
tions for the 1850-2005 period (Taylor et al. 2012). For
future projections, we used simulations based on repre-
sentative concentration pathways (RCPs; Meinshausen
et al. 2011). Among the various RCPs, we focus here on
the RCP4.5 and RCP8.5 pathways. These are defined
such that their radiative forcing will reach about 4.5 and
8.5 W m™ 2 by the year 2100, respectively. Figure 1 shows
the time evolution of radiative forcing under these two
pathways. With the RCP4.5 path, GHGs radiative forcing
are stabilized before 2100 without overshoot. With
RCP8.5, no stabilization occurs before 2100 (Taylor et al.
2012). The forcing from the RCP8.5 pathway is almost
twice that of the RCP4.5 pathway by 2100. For both
pathways, a single ozone forcing pathway was used with
a gradually weakening negative forcing to account for the
expected stratospheric ozone recovery during the first
half of the twenty-first century. Beyond 2060, the forcing
from ozone was held constant at zero.

Multiple, and equally plausible, simulations were
available from most models, with differing realizations
based solely on the initial conditions. Data from the
GISS-E2-H and HadCM3 RCP8.5 simulations were un-
available at the time of writing, so these two models were
omitted from our RCP analysis.

b. Reanalysis datasets

For model validation, we used reanalysis data from the
National Centers for Environmental Prediction—National
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FIG. 5. As in Fig. 2c, but for CMIPS models. The interpolation method is as in Fig. 4.

Center for Atmospheric Research (NCEP-NCAR) re-
analysis 1 (Kalnay et al. 1996) and Twentieth-Century
Reanalysis Project, version 2 (20CR; Compo et al. 2011),
projects. The horizontal resolution used in the two re-
analysis is 2.5° X 2.5° and 2.0° X 2.0° with 17 and 24
vertical levels, respectively.

¢. Methodology

Since the SAM manifests its greatest variability dur-
ing the austral summer, we focused on the SH warm
season between December and February (inclusive).
For the validation, we examine the period 1950-2005,
using seasonal means.

In our analysis, we take the SAM pattern to be the
leading empirical orthogonal function (EOF) mode of
the 700-hPa geopotential height southward of 20°S.
Before calculating the mode, the geopotential height is
multiplied by cosine (latitude) to ensure equal areas are
given equal weight. Assuming X is the original data
matrix with dimension m X n, the EOF analysis can be
expressed as follows:

X=EP, 1)
where E is the m X m matrix that has EOF loading
patterns in its columns, and P is the m X n matrix with
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over the northwestern Antarctic in the SAM pattern. The interpolation method is as in Fig. 4.

principal components (PCs) in its rows. The fitting of X
by the ith EOF mode, referred to as Xi, with dimensions
m X n, can be written as

X, =EP,, 2)
where E; is a m X 1 vector representing the ith loading
pattern, and P; is a 1 X n vector representing the ith PC
(Storch and Zwiers 1999; Wilks 2006). To enable com-
parison among E; from different models, we normalize
E; by the standard deviation of the corresponding P; to
ensure these E; are comparable. The normalized loading
pattern and PC, referred to as the NEOF; and NPC,,
respectively, are defined as

NEOF,=0,E,, and 3)
1
NPC, = ;Pi, @)

L

where o; is the standard deviation of P;.

For a numerical SAM quantification, we employed
the definition of the SAM index (SAMI) by Nan and Li
(2003), which is the difference in the normalized
monthly zonal mean sea level pressure (SLP; P) be-
tween 40° and 70°S:

SAMI = Pyjog = Prpg - 5)

This SAMI definition is widely used in research on the
SAM and its climate impact (Nan and Li 2005a,b; Wu
et al. 2006a,b; Li and Li 2009, 2010, 2011, 2012; Feng
et al. 2010; Zheng and Li 2012; Feng et al. 2013) and is

a modification of the AAO index defined by Gong and
Wang (1999). In addition, to examine the reliability of
reanalysis-based SAMI before the satellite era, the station-
based index reconstructed by Marshall (2003) was also
analyzed. An equal weighting MME (Deser et al. 2012)
approach is used to make future projections of the
SAM. We also calculate a selected multimodel ensemble
(SMME) mean using models that best reproduce the
recently observed trend. The nonparametric Mann—
Kendall test is used to assess the significance of the lin-
ear trends.

3. Performance of CMIPS models in reproducing
the present-day SAM

a. Spatial and temporal characteristic of the SAM in
observation

Figure 2 shows the observed SAM patterns and in-
dices for the 1950 to 2005 period determined from the
NCEP-NCAR and 20CR reanalyses. The SAM pattern
is shown as the leading EOF mode of the 700-hPa geo-
potential heights southward of 20°S. The positive SAM
phase is characterized by lower (higher) geopotential
heights over high (mid) latitudes, reflecting an equa-
torward shift in atmospheric mass. The leading mode
accounts for more than 50% of the geopotential height
variability during austral warm seasons in the NCEP-
NCAR reanalysis but only about 39% in the 20CR.
Notwithstanding these differences in the percentage of
explained variance, there is good agreement in the
spatial patterns of the SAM, with a spatial correlation
coefficient of up to 0.98. In addition, considering the
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FIG. 7. Time series of the SAMI from CMIP5 models. The thin and thick solid lines denote the raw time series and decadal variability
obtained from the 13-yr weighted running average, respectively. The thin dashed lines indicate the linear trend component. The shaded

areas cover the two selected periods, 1964—70 and 1994-2000.

possible errors in the SH extratropical reanalysis data
before satellite era (Bromwich and Fogt 2004), a similar
EOF analysis based on the satellite era—only period of
1980-2005 was conducted (not shown). The results in-
dicate that the SAM patterns obtained by these two
periods are quite consistent, especially in the 20CR with
a spatial correlation coefficient of 0.96.

Agreements are also observed in the zonal symmetry
characteristics of the SAM between the two reanalysis
datasets. Figures 2c and 2d show the cross-correlation
coefficients between zonally averaged SLP from the
reanalysis datasets. With 55° and 60°S as a transition
region, pressure patterns in the mid- (30°-55°S) and

high latitudes (60°-90°S) are negatively correlated,
which is a manifestation of hemispheric-wide fluctua-
tions in air mass between the two ABAs (Li and Wang
2003), reflecting the zonally symmetrical nature of the
SAM.

As well as the zonally symmetrical components, asym-
metric or nonannular components also exist within the
spatial patterns of the SAM (Fan 2007, Meneghini et al.
2007; Marshall et al. 2011; Sun and Li 2012; Liu and Wang
2013). These asymmetric components, in terms of the
position and strength of the strongest negative and positive
anomaly centers in the two ABAs, are also consistent
between the two reanalysis datasets (Figs. 2a,b). For
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example, both show a cyclonic center over northwestern
Antarctica (60°-75°S, 150°-120°W) and an anticy-
clonic center over the southern Indian Ocean (40°-
50°S, 60°-90°E).

Figures 2e and 2f show the temporal evolution of the
SAMI since 1950. The recently observed positive SAMI
trend can clearly be seen. It is statistically significant at the
95% confidence level in both reanalysis datasets. In ad-
dition, there is obvious decadal variability in the SAMI
(Gong and Wang 2001; Visbeck 2009; Yuan and
Yonekura 2011). For example, decadal negative and
positive phases occurred during the 1960s and 1990s,
respectively. The station-based SAMI constructed by
Marshall (2003) is also shown in Figs. 2e and 2f. The
correlation coefficients between this station-based index
and that from the reanalysis are greater than 0.90, im-
plying the consistency of the temporal variations of the
SAM among these indices. Besides, the linear trends
(1958-2005) derived from the 20CR and Marshall’s in-
dices are very close (0.0518 and 0.0465 yr ~, respectively).

b. SAM patterns simulated by individual models

Figure 3 shows the equivalent results to Fig. 2a but
for our 12 CMIP5 models. The explained variances of
the SAM as the dominating mode in SH extratropical
regions vary considerably among models. Most of the
models exaggerate the explained variance, particularly
compared to that of the 20CR reanalysis. For example,
variances of 63% and 79% are obtained for CNRM-
CMS and FGOALS-s2, respectively, compared to 39%
by 20CR.

To quantify the correspondence between modeled
and observed (20CR) SAM patterns, a pair of Taylor
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diagrams (Taylor 2001) are shown in Fig. 4. As Fig. 4a
shows, the spatial correlation coefficients between the
modeled and observed SAM are greater than 0.85 in all
models except for CCSM4 (0.83). This strong correla-
tion indicates that models perform relatively well in
simulating the meridional dipole structure of the SAM.
Compared with similar Taylor diagram analysis using
output from the CMIP3 models by Zhu and Wang
(2008), the spatial correlation coefficients in Fig. 4a are
mainly higher, implying that the CMIP5 models gener-
ally provide a better simulation of the SAM structure
than the CMIP3 models.

However, the models performed less well in reproduc-
ing the amplitude of the observed SAM pattern. In the
Taylor diagram (Fig. 4a), the ratio of the standard de-
viation of the modeled and observed SAM patterns
ranges from about 0.25 to 1.6. Three models (MIROC-
ESM-CHEM, FGOALS-s2, and BCC_CSM1.1) exag-
gerated the amplitude of the SAM pattern, while the other
models gave underestimates. For six models in particular
(CanESM2, CCSM4, CNRM-CMS5, FGOALS-g2, GISS-
E2-H, and HadCM3), the ratio was less than 0.75. Inter-
estingly, these six models also contain a relatively large
number of ensemble simulation members (Table 1). To
explore how ensemble size can influence the simulated
spatial amplitude of the SAM, Fig. 4b shows the same as
Fig. 4a but only using the first simulation of each model.
The ratios in this simulation for all six models appear
to increase to larger than 0.75. Compared to individual
simulations, the ensemble mean appears to give a reduced
SAM signal, possibly arising from damped internal vari-
ability in the mean (Deser et al. 2012). For several models,
such as CCSM4, this reduction in spatial variability leads
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the 95% confidence interval for each model, scaled by the square root of the number of ensemble
members for each model. The short dashed lines are scale marks. The analyzed period is from 1958
to 2005 because the austral summer seasonal-mean Marshall’s index starts from 1958.

to deviation from the observations. However, for a model
such as FGOALS-s2 with an overly large ratio, this de-
crease brings a result closer to the observations (Fig. 4b).
Put simply, combining ensemble simulations ameliorate
some simulations but worsen others. It is therefore nec-
essary to consider how best to deal with ensemble simu-
lations for any one particular model.

Figure 5 shows the cross correlation of zonally aver-
aged SLP anomalies in the SH in the CMIP5 models,
from which we can explore the ability of the models to
reproduce zonally symmetrical features of the SAM.
The outstanding feature is that the negative correlation
between mid- and high latitudes is stronger than in ob-
served situations (Figs. 2c,d). This illustrates that the
models magnify the circulation variability associated
with the SAM, which is in agreement with the greater
explained variance of the modeled SAM patterns (Fig. 3),
implying that the models might exaggerate meridional
air mass exchanges between mid- and high latitudes. In
spite of this overestimate of the strength of the ABAs

(Li and Wang 2003), the positions of the ABAs in these
models are highly consistent with observations. The
transition region between 55° and 60°S is distinct.
Finally for this section, we consider model perfor-
mance in handling nonannular components of the SAM.
Here, we focus on the locations of the cyclonic center
over northwestern Antarctica and the anticyclonic cen-
ter over the southern Indian Ocean, which are both
clearly evident in the NCEP-NCAR and 20CR re-
analyses as noted above. The locations of the cyclonic and
anticyclonic centers were measured as the lowest value
within 60°-75°S, 180°-90°W and highest value within
35°-50°S, 60°-100°E, respectively, in the SAM pattern
(Fig. 6). The models capture the latitude of the anticy-
clonic center in midlatitudes reasonably well, with a
range of about 7.5° among the models. All models were
within 5.5° of the 20CR. By comparison, the spread of
longitudes predicted for the anticyclonic center is larger,
at about 30°. Similarly, for the cyclonic center at high
latitudes, the models reproduced the latitude more
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accurately than the longitude, while there is still a
considerable amount of latitude spread among the
models. In addition, a comparison between Figs. 2 and
3 suggests that most of the models do not capture the
latitudinal extent of the cyclonic circulation. The pre-
dicted longitude of this cyclonic center varies by more
than 90° among the models (i.e., about /s of the longitude
circle).

c¢. Evaluation of model-simulated SAM temporal
variability

To assess the ability of the CMIP5 models to re-
produce the temporal variability of the SAM, we use
a selection of methods.

To start with, Fig. 7 shows how the SAMI has evolved
since 1950. All 12 models have successfully reproduced
the observed positive SAM trend over recent decades;
an improvement of CMIP5 compared to CMIP3 and
could be attributed to time-variable ozone forcing.
However, on interdecadal scales, model performance is

generally limited. As mentioned above, decadal nega-
tive and positive SAM phases occurred during the pe-
riods 1964-70 and 1994-2000, but less than half of these
models, including CCSM4, CNRM-CM5, HadCM3, and
FGOALS-s2, reproduced these decadal phases. In-
terannual variability is also visibly larger for the modeled
plumes than observed in Figs. 2¢ and 2d.

We determine quantitatively the correspondence be-
tween the modeled and observed (20CR) SAMI using
the following three measures: 1) the ratio of standard
deviations between modeled and observed SAMI, 2) the
statistical significance of the long-term SAMI trend,
and 3) the correlation coefficients between modeled and
observed detrended SAMI on decadal and interannual
time scales.

First, Fig. 8 shows two Taylor diagrams using the same
format as in Fig. 4 but for the SAMI. Ratios between the
modeled and observed standard deviations (left-hand
axis) range from 1.25 to 1.5, confirming the overesti-
mation of modeled SAMI temporal variability noted
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above. The curved axis of Fig. 8 shows the correla-
tions between the modeled and observed time series of
the SAMI. The coefficients vary considerably among
the models. Some models give statistically significant
coefficients (95% confidence level), while others per-
form less well. HadCM3, for example, has a correla-
tion of 0.5, but MRI-CGCM3 has a value less than 0.1.
As in Fig. 4b, the Taylor diagram in Fig. 8b shows re-
sults from the first simulation of each model. In com-
parison with Fig. 8a, it appears that the ensemble size
has little influence on the temporal standard deviation
ratios, a somewhat surprising result considering the
earlier analysis of spatial standard deviation ratios
(Fig. 4), which were greatly influenced by the ensem-
ble size.
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Second, Fig. 9 shows further statistics regarding the
SAMI trend for each model. Most models give a trend
(left-hand axis) within the 95% confidence level of
the 20CR. The trends of MIROC-ESM-CHEM, BCC_
CSM1.1, FGOALS-g2, MIROC-ESM, MPI-ESM-LR,
and CanESM2 are the closest to the observations. How-
ever, some models, including CNRM-CMS5, HadCM3,
and CCSM4, show significantly stronger than the ob-
served trend.

Finally, the horizontal axis of Fig. 9 shows the corre-
lation between each model and observations of the de-
trended SAMI time series. Compared with Fig. 8a, the
correlation coefficients generally decrease significantly
as a consequence of the detrending. Only three models
(HadCM3, FGOALS-g2, and MIROC-ESM-CHEM)
give statistically significant correlations (at the 90%
level). This suggests that the observed and modeled
SAM relationship is partly controlled by the linear
trends.

Overall, the three models, FGOALS-g2, MIROC-
ESM-CHEM, and CanESM2, performed well in repro-
ducing both observed long-term changes and decadal
and interannual variations of the SAM. For this reason,
we have selected these three models for the analysis of
the future trend in the SAM. However, given that long-
term trends are generally handled better than inter-
decadal variability, we restrict our analysis of future
SAM temporal characteristics to the trend.

4. SAM projections for the twenty-first century

Simpkins and Karpechko (2012) assessed future SAM
trends using output from the CMIP3 models following
selected IPCC AR4 scenarios. We build on their work
by using the CMIP5 models and the new IPCC AR5
RCP4.5 and RCP8.5 radiative concentration pathways,
whose details were discussed in section 2a.

a. RCP4.5

Figure 10a shows the linear trend in the SAMI for
the RCP4.5 path for this century (2006-2100). Both the
SMME and equally weighted MME means reveal a
weakly negative and statistically insignificant (95%
confidence level) trend, yet 5 of the 12 models exhibit a
statistically significant (positive or negative) trend. Based
on the SMME and MME results, there are no significant
long-term changes in the SAMI for the RCP4.5 because
of the offset effect of ozone recovery and increasing
GHG:s, as previous studies (e.g., McLandress et al. 2011)
have pointed out.

For a look at changes in the SAM within the twenty-
first century, Figs. 10b and 10c show the linear trend
in the SAMI for the 2006-50 and 2051-2100 periods,
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FIG. 12. As in Fig. 10, but for RCP8.5.

respectively. For most models as well as the SMME and
MME means, future changes are insignificant. As Fig. 1
shows, because the main external forcing factors (ozone
and GHGs) either offset each other or remained almost
constant over these two periods, the SAMI under
RCPA4.5 exhibits an almost negligible trend during both
periods.

However, the projections of the SAM in RCP4.5
do show large model uncertainty, indicating how the
balance between the ozone and GHGs influences is
possibly varying according to models. Although it has
been suggested by the MME and SMME means that
there is a weak trend in the SAM within the twenty-
first century because of the balancing effects of ozone
and GHGs forcings, the details of the balance are not
entirely understood and are model dependent. Evi-
dence for this is shown in Fig. 11, which shows future
SAMI trends for the three models selected for their
ability to simulate observed trends. While CanESM2
projects a future significant increase in the SAM, the
MIROC-ESM-CHEM and FGOALS-g2 models pro-
ject decreases.

b. RCP8.5

Figure 12 shows results for the RCP8.5 pathway. For
the entire century (2006-2100 period), almost all models
have significant positive SAMI trends. Compared with
RCP4.5, these significant trends imply that the balancing
effects of ozone and GHGs forcings are not relevant for
this pathway, which is due to the significant increase of
GHGs. The SMME and MME means also give magni-
tudes comparable to the recent trend since 1950. During
the first half century, the trend is very close to that in
RCP4.5, due to the similarity of the temporal evolution
of radiative forcing between RCP4.5 and RCP8.5
(Fig. 1). The difference is that the trends in the RCP4.5
simulations lack statistical significance because the
GHGs forcing in RCP4.5 is slightly weaker than that in
RCP8.5. Beyond 2050, the trend is considerably larger,
possibly due to a lagged accumulative effect of the very
rapid increases in radiative forcing in the middle of the
century. Moreover, Fig. 13 shows the equivalent trends
asin Fig. 11 but for the RCP8.5 pathway. The SAMI in
these models all show statistically significant positive
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trends. This trend is greatest in CanESM2 (0.0593 yr ')
and twice as large as the trend since 1950.

In general, the majority of the 10 models we examine
generated consistently positive trends in the SAM under
RCPS8.5 as a result of the large increases in GHGs. Al-
though ozone forcing falls to zero gradually, the trend in
the SAM can also reach the current magnitude as a re-
sult of increasing GHGs levels. Beyond 2050, trends in
the SAMI are projected to be larger than in the recent
past.

5. Analysis of model uncertainty

In the previous section, we noted a discrepancy be-
tween the model uncertainties inherent in the sign of
future SAM trends between the RCP4.5 and RCP8.5
future pathways. To recap, the RCP4.5 pathway (Fig. 11)
gave a significant increasing future trend for CanESM?2
but decreasing trends for MIROC-ESM-CHEM and
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FGOALS-g2, while all three models exhibit increases
for the RCP8.5 pathway (Fig. 13). We now examine the
possible reasons for this divergent behavior.

From the literature (McLandress et al. 2010; Polvani
et al. 2011b; Hegerl et al. 2007), increases in GHGs cool
the stratosphere over the polar regions, while increases
in stratospheric ozone cause a warming, thus giving
opposing influences on the polar stratospheric vortex
and in turn the SAM. We hypothesize that these effects
contribute to the uncertainty in the sign of future SAM
change seen for RCP4.5. Figures 14a—c show the linear
trend in the zonal mean temperature for the RCP4.5
pathway. Warming is projected for the troposphere and
cooling for the upper stratosphere at most latitudes in
the three models. However, poleward of 40°S, at levels
in the transition zone (300-50 hPa) between the tropo-
spheric warming and upper-stratospheric cooling, dif-
ferences in the temperature trend emerge among the
models. CanESM?2 has weaker warming than MIROC-
ESM-CHEM and FGOALS-g2. This suggests a stronger
cooling effect caused by GHGs in CanESM2 compared
to the other two. The influence is also supported by Figs.
14d—f that show trends in geopotential height for the
three models. In the CanESM2 model, the lifting trend
in geopotential height over the polar region is smaller.
This causes the trend in the gradient of geopotential
height to point from the mid- to high latitudes, giving
a positive SAMI trend. For the other two models, (and
especially FGOALS-g2) the trend direction is reversed
with the largest geopotential lifting over the pole,
causing the decreasing SAMI trend.

For RCP8.5, an equivalent analysis of temperature
and geopotential height changes on the latitude-height
profile is presented in Fig. 15. Here, the cooling effect
caused by GHGs in the transition zone between the
tropospheric warming and upper-stratospheric cooling
poleward of 40°S is stronger than that in RCP4.5 in all
three models. There is also consistency among the
models poleward of 40°S for the simulated geopotential
height (Figs. 15e,f). The trends of the gradients point
from the mid- to high latitudes in all three models, in
accordance with the increasing SAMI trend.

6. Summary and conclusions

This paper investigated the projections of the SAM,
which is the principal mode of variability of atmospheric
circulation in the SH extratropics, using 12 CMIP5
models based on analysis of their ability to simulate the
SAM. Our results have found that the CMIP5 models
capture the zonally symmetric as well as the asymmetric
components of the SAM reasonably well and typically
generate a more realistic simulation of the dipole
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structure of the SAM than the CMIP3 models. However,
most CMIPS models appear to overly magnify the pro-
portion of circulation variability associated with the
SAM. All 12 models replicate the long-term positive
trend in the recently observed SAMI, an improvement
compared to CMIP3 due to time-variable ozone forcing.
Although the simulation of interdecadal and interannual
variability of the SAM by some of models is encouraging,
the ability to simulate interannual variability remains
generally limited when compared with lower-frequency
signals.

Furthermore, models with a higher horizontal resolu-
tion, such as CCSM4 and MRI-CGCM3, did not show
a superior performance in the SAM pattern simulation.
In a recent study, Charlton-Perez et al. (2013) found that
both the high-top and low-top (with a threshold at 1 hPa)
models can reproduce the past stratospheric temperature
trends despite differences in the handling of the strato-
spheric process in the low-top models. In this work, we
further find that there are no significant differences in
model performance in capturing the long-term SAMI
trend between high-top (e.g., MIROC-ESM-CHEM) and

low-top (e.g., FGOALS-g2) models (Fig. 9). This implies
that a lack of stratospheric processes higher than 1hPa
may not significantly influence the modeled SAMI on
long-term scales. We note, however, that this conclusion
is only based on the subset of CMIP5 models and not the
entire suite. It is also worth pointing out that the four
models (CCSM4, HadCM3, CNRM-CMS5, and FGOALS-s2)
that best simulate the two observed decadal SAMI
phases are all low-top models (Fig. 7). More work needs
to be done to explore other CMIP5 models’ ability to
reproduce the spatial and temporal characteristics of the
SAM.

Model projections of the SAM for the twenty-first
century up to 2100 were then examined for the IPCC
RCP4.5 and RCP8.5 pathways. With the RCP4.5 pro-
jections, the opposing influences from GHGs increases
and ozone recovery effects on the SAM appear, overall,
to largely mitigate each other with the weakly negative
SAM trend mostly insignificant during the twenty-first
century.

On the other hand, for the RCP8.5 projections sig-
nificant positive increases in the SAMI are seen for most
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models and the ensemble mean for the twenty-first
century, indicating that the effects of the GHGs in-
creases outweigh those of the ozone recovery. This is
supported by differences between the SAMI trends in
the first and second halves of the twenty-first century.
Between 2006 and 2050, increases in GHGs and ozone
recovery in the CMIP5 models occur together. As a re-
sult, a limiting of the positive SAMI trend is seen in
some of the projections. Beyond 2050, however, GHGs
increases continue, but further ozone recovery is pre-
vented, resulting in stronger positive significant SAMI
trends in almost all models. This sensitivity of the SAM
to GHGs is in agreement with recent research by
Simpkins and Karpechko (2012) using CMIP3 multi-
model datasets, although the IPCC AR4 SRES they
used were not exactly the same as the IPCC AR5 RCPs
used in this work. In addition, consistent with Simpkins
and Karpechko (2012), the SAM is projected to expe-
rience a very weak trend during the first half of the
twenty-first century for both RCP4.5 and RCP8.5
pathways, while in the second half the positive trend
depends on the different pathways. The strengthening

SAM in the RCP8.5, in turn, may even itself modulate
the ozone concentration. Positive phases of the SAM are
often linked with decreasing ozone over the following
several months (Fogt et al. 2009b). Therefore, the in-
creasing trend in the SAMI caused by GHGs may re-
duce the ozone concentration and is likely to reduce the
impact of decreasing ozone-depleting substances on
ozone recovery, which may impede the recovery.

The projections of the SAM under RCP4.5 show large
model-related uncertainty. The results show that the
simulation of stratospheric temperature in the SH polar
region, which is determined by both radiative forcing
from ozone and GHG:s, is closely related to the simu-
lated SAMI trend. As stratospheric ozone forcing will
weaken under RCP4.5 and RCP8.5, the response of
stratospheric temperature to GHGs concentrations be-
comes significant in SAM trend projections. Because of
its sensitivity to GHGs, the polar stratospheric temper-
ature can heavily influence the SAM and contribute to
the uncertainty in its projection. This suggested an im-
portant influence of temperature sensitivity to GHGs in
the SH polar region on future SAM evolution.
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